
Finding the needles in the evidence 
haystack: smart sorting for 

conservation decision making 



How do we find evidence? 
 

How do we communicate evidence? 
 

How do we use evidence? 

One of the SNAPP Evidence-Based 
Conservation working group projects focused 

on … 



Global scientific output doubles every nine 
years… 

Van Noorden, 2014!



The Washington Post !



The Huffington Post !

The Washington Post // S. Cheng, 2016 AAG Presentation!
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Respondents from UK 
conservation community 
indicate desire to use 
evidence but: 
 

Lacked a support 
framework to quickly sort 

and evaluate evidence 

Experience-
based	

Evidence-
based	

modified	from	Pullin	et	al.	2004	

Evidence gap 



The need 

Practitioners need access 
to research insights from 

academic and grey 
literature for evidence-
based decision making 

Researchers need a 
framework to follow to 
create these resources 

Best 
Science 

Expert 
Opinion 

Society’s needs 
and preferences 

Evidence based 
Decision-making 

Oxford!



A solution 



Systematic review/map 

PICO 

Test Library, 
Boolean 

Search String 
(Peer review, 
select grey 
literature) 

Database 
Query: 

SCOPUS & 
IEEE  

(past two years, 
language 
restricted) 

Citation 
databasing 

Feature 
tagging  
(direct 

keywording, 
abstract/paper 

review) 
!

“[process] aims to provide a complete, exhaustive summary of current 
literature relevant to a research question.” 



Problem #1: there are tools out there 



Kohl et al. 
2017!

*

*

*

*

*



xkcd!

The Ask
Problem # 2: the common practice is messy 



Problem #3: the process is exceptionally labor 
intensive 



A better solution 



Can technology help? 
CAN TECHNOLOGY HELP?
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On average, 2.4% of total 
articles screened were 

included in final analysis

On average, 14,000 citations 
were screened at title and 

abstract

Cheng et al. (supplemental) 



Black box processes aren’t the silver 
bullet 

Quartz!



Less  

More 



colandrapp.com 



Tool framework 





Review set-up 



System 1: deduplication & 
relevance ranking for first-pass 

screening 





Citations are ranked by expected relevance 
depending on the availability and number of 

user-labeled examples 

•  1st uses search terms from review planning: computes the 
amount of overlap between those terms and citations' title + 
abstract + keywords 

•  2nd after enough examples have been labeled, uses 
distributional word vectors (word2vec) as features for a 
support vector classifier that predicts inclusion or exclusion; 
use confidence of that classification as expected relevance    



System 2: second screening 
and metadata extraction 



Full-paper upload 





Training data to find sentences that 
might indicate a label (provide 

provenance) 
•  The system over-predicts (predict sentences from a large number of 

the labels), so that the system can focus on recall, while human 
annotators can focus on precision 

•   For locations we use a "Named Entity Recognition" system to find 
mentioned locations in the document, and suggest these as labels 

•  For other metadata, we use global vectors for word representation 
(GloVe) and logistic regression to train a model of ranker-tags 

•  We show the sentences that best predict labels to the user, who can 
then use that information to pick the correct labels 



Early performance 
Format:!

Ease of using specific GUI vs. 
non-specific formats!

Error: Catching missed references, 
mis- assigned tags, duplicates !

!

Efficiency: !
How many citations screened to 

find 100 included? !
!

Case 1: Conservation 
& human well-being 

(McKinnon et al. 2016)  
 

Version control issues when screening in 
Microsoft Excel. Oftentimes would crash the 

program. Multiple columns for exclusion criteria 
made for lots of unnecessary scrolling back and 

forth  
 

Many duplicates still cropped up even after data 
was extracted. The deduplication function in 

Colandr allowed for us to find duplicates faster 
than by eye.  

 
Colandr also suggested tags for articles that 

upon closer read, were in fact an appropriate tag 
for that paper that we had mis-assigned by hand.  

 
 

Colandr: 250 !
Manual: 1436 !

!

Case 2: Forests & 
poverty (Cheng et al. 

2017)  
 

Screening in EPPI Reviewer is comparative in 
format, allowing for multiple users and 

structured format to standardize criteria. 
However, costs for EPPI quickly rose as we 

added members to the review team.  
 

Colandr allowed for quicker identification of key 
sentences that could lead to insight into 

document tags. Rather than reading through 
often dense text, it was very useful and efficient 
to view suggested sentences. While some of the 
these sentences were not always helpful, having 

them collated in one place streamlined the 
process.  

 

Colandr: 167 
Manual: 407 !

!

Case 3:  
Synergies, tradeoffs, 

equity in marine 
conservation  

 

The GUI facilitated faster title and abstract 
screening with: clear text layout, highlighted 
keywords, radio buttons to select reasons for 
exclusion, and smooth transitions from one 

entry to another. Also facilitated screening on 
mobile devices.  

 
 

Colandr’s deduplication function eliminated the 
need for the reviewer to do this tedious process 

manually. In total, the app identified 70 
duplicates and only missed 7 (90% success 

rate).  
 

Colandr: <568 
Manual: NA !

!

Table 1. Assessing ability of Colandr to optimize process of evidence synthesis using three case Studies (Cheng, et al. supplemental) 



Encountered challenges and 
limitations 

•  Designing a commercial-competitive 
product at a non-profit acceptable cost  

•  Data scarcity/NLP limitations  

•  Tempering expectations 

•  Languages 



Where are we now, and 
where do we go from here? 



Users 
•  Over 200 unique registered users, 76 of which are academic 

users, 30 of which are organizational users 

•  Representing World Bank, Conservation International, Mayo 
Clinic, SEI-International, Stanford, Columbia University, Yale, 
Duke University, Princeton among others 

•  274 reviews created spanning topics of conservation, medicine, 
education, climate change, marine stewardship and community 
engagement 

•  Multi-continent users: users from countries in North America, 
Europe, and Asia 



Established community of practice 
User studies + 

tool inter-
comparison 

studies 

Topic expansion 

Framework and 
data set citations / 
evidence linkages 

Trainings and 
workshops 

colandrcommunity.com 



Research 
●  We’re current testing colandr a number of different 

ways and we’d love to add you to our studies! 
●  Protocols are testing colandr against “standard” review 

processes 
○  University of Illinois work 

●  Protocols are looking at pain points of using colandr 
○  User studies under development 

●  Many more ideas! 



www.colandrapp.com!



Want to use colandr?  
 

Grab your lunch and join us at 13:00  
  

SIFTING THROUGH EVIDENCE USING 
COLANDR: APPLIED MACHINE 
LEARNING FOR SYNTHESIS  

in AMPHITHEATER CAQUOT (ground 
floor) 



Questions? 

Contact:	
Samantha	H.	Cheng	
Samantha.Cheng@asu.edu	
natureandpeopleevidence.org	

@pilesofsquid 

@augustincaitlin 

Contact:	
Caitlin	M.	AugusBn	
caitlin@datakind.org	
colandrcommunity.com	


